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ABSTRACT

Understanding user behavior is crucial for the evaluation
of scheduling and allocation performances in HPC environ-
ments. This paper aims to further understand the dynamic
user reaction to different levels of system performance by
performing a comprehensive analysis of user behavior in
recorded data in the form of delays in the subsequent job
submission behavior. Therefore, we characterize a workload
trace covering one year of job submissions from the Mira su-
percomputer at ALCF (Argonne Leadership Computing Fa-
cility). We perform an in-depth analysis of correlations be-
tween job characteristics, system performance metrics, and
the subsequent user behavior. Analysis results show that
the user behavior is significantly influenced by long waiting
times, and that complex jobs (number of nodes and CPU
hours) lead to longer delays in subsequent job submissions.
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1. INTRODUCTION

High Performance Computing (HPC) is mainstream for
performing large-scale scientific computing [8,/12]. As a re-
sult, computing centers are devoting significant effort to
satisfy the requirements of scientific applications, and pro-
vide high QoS. Understanding user reactions to the system
performance is a key factor for improving user satisfaction,
while improving the performance of scheduling systems [3].
Job schedulers often model workloads based on job require-
ments or historical performance data. However, using work-
load traces without the understanding of the user behavioral
mechanisms may produce misleading results [1§].

In this work, we aim to improve performance evaluation
processes and testing environments by investigating the feed-
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back effects between parallel job characteristics. We evalu-
ate how system performance and job characteristics impact
users’ subsequent job submission behavior in HPC. We then
extend and evaluate the definition of users’ think time [2]
(the timespan between a job completion and the submission
of the next job), to assess the influence of system delays,
and job complexity (number of nodes and CPU time) on
the user behavior. We analyze a 1-year scheduling trace
(2014) from the Mira supercomputer at ALCF to character-
ize the subsequent think time as a function of the job re-
sponse time, as well as the think time response to queueing
and processing time. Furthermore, we also analyze the think
time in response to the slowdown and the job complexity.
Our findings show that these components are strongly corre-
lated and have a significant influence on user behavior. The
main contributions of this work include (1) the characteri-
zation of a leadership supercomputer scheduling workload;
(2) an evaluation of the think time definition for measuring
delays in users’ subsequent job submission behavior in HPC
systems; (3) an in-depth analysis of correlations between
subsequent think times, job characteristics, and system per-
formance metrics; and (4) an analysis of the correlation of
multidimensional metrics on user behavior.

2. BACKGROUND AND RELATED WORK

Although there is a plethora of works that analyze and
suggest improvements to schedulers in HPC [3|, there is
a gap between theoretical results and their practical ap-
plication [17]. This issue can be addressed by: assessing
user behavior through cognitive studies, e.g., in the form of
questionnaires—to investigate user reactions to high system
utilization or acceptance for long waiting times, and user sat-
isfaction [13|/16]; or analyzing workload traces gathered from
these systems, which can reveal aspects of user behavior re-
lated to system performance metrics and job characteris-
tics. In 2], aspects of dynamic correlations between system
performance, utilization, and the subsequent behavior are
observed from analyzes of user behavior using HPC traces.
These analyses have enabled: the development of models
emphasizing aspects of the user behavior |10]; scheduling al-
gorithms that leverage the knowledge about the users [19];
the analysis of workloads to characterize the submission be-
havior in the form of batches of jobs and user sessions [20];
and workload models and simulations to mimic the dynamic
nature of user and system interaction [5,[15]. Several pa-
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Science Field #Users #Jobs (millions) #TT Jobs
Physics 73 24,429 2,256 2,675
Materials Science 77 12,546 895 1,530
Chemistry 51 10,286 810 1,959
Computer Science® 75 9,261 96 —
Engineering 98 6,588 614 1,870
Earth Science 42 6,455 270 1,397
Biological Sciences 31 3,642 192 -
Other 40 5,575 565 —
Mira 487 78,782 5,698 14,145

*significant number of jobs run in backfill queue

Table 1: Characteristics of the Mira workload from
Jan—Dec 2014, and number of subsequent jobs with
positive think times: 0 < 77T < 8hrs.

pers have addressed computing workload characterization
and modeling. In [6,[7,[9], analyses of grid, HPC, and HTC
workload characteristics emphasized system usage, user pop-
ulation, and application characteristics. In [14], an analysis
of a 5-years workloads from two Supercomputers at NERSC
evaluates system performance metrics. The I/O behavior of
the Intrepid Supercomputer at ALCF is shown in [1], while
analyses of I/O workload traces from Intrepid and Mira are
shown in [11]. Although these papers present a detailed
analysis of system performance metrics, none of them have
focused on the user behavior.

3. WORKLOAD CHARACTERIZATION

The analyses presented here are based on the workload
from Mira, the IBM Blue Gene/Q system at ALCF. Mira
is a 786,432-core production system with 768 TiB of RAM,
and a peak performance of 10 PFlops. Each node is com-
posed of 16 cores, and the minimum allocation per job is 512
nodes (8,192 cores). Mira’s workload comprises 1-year com-
putational jobs execution in 2014, which consists of 78,782
jobs, submitted by 487 users from 13 science domains. In
total, these jobs consumed over 5.6 billion CPU hours. Ta-
ble [[] shows the summary of the main characteristics of the
dataset, and highlights the most important (by the number
of jobs) science domain fields. Most of Computer Science
jobs (~65%) consume less than the minimum allocation (i.e.,
512 nodes or 8,192 cores), and have very short runtimes (less
than 15 min), thus we see the low CPU hours consumption
regardless the high number of jobs. Furthermore, about 25%
of the computer science jobs ran in the backfill queue, which
may bias user behavior—the uncertainty of the job start
time is elevated. Therefore, Computer Science jobs are not
considered in this study.

4. CHARACTERIZING THINK TIME

The user’s think time quantifies the timespan between a
job completion and the submission of the next job (by the
same user) |2]. This metric is seen as capturing the influence
of the system performance on user behavior (e.g., dissatis-
fied users may tend to throttle job submission, long queueing
times may deviate the user’s focus from their experiments,
etc. [44/18]). In this paper, we analyze think time as a func-
tion of performance, i.e., response time (job walltime) and
slowdown, and investigate whether waiting time or runtime
have a more significant impact on the user behavior [2]. Ad-
ditionally, we evaluate how job complexity (in terms of job
size and total CPU time) may also affect the think time

behavior.

Think Time. Let s; be the time when a job j is submitted,
p; the job processing time, and w; the job waiting time. We
define the job response time 7; as the sum of its waiting and
processing times: r; = w; + p;. Thus, we define the job
completion time c; as the sum of the job submission and
response times: ¢; = s; + r;. Job interarrival time is the
timespan between two subsequent job submissions (j and
j') by the same user. Two subsequent jobs are overlapped if
job j has not finished before job j' is submitted (¢; > s;/).
Otherwise, they are considered non-overlapped, which are
the set of jobs we focus on this paper. Therefore, we de-
fine think time TT as the timespan between the completion
time of job j and the submission time of its successor j':
TT(j,5') = s;7 — ¢;. For overlapping jobs, the think time is
negative, thus we only consider subsequent job submissions
of positive think time. Additionally, we only consider think
times of less than eight hours, which is intended to represent
subsequent job submissions belonging to the same working
day. This threshold also eliminates biased user behaviors
characterized by absent submissions for long periods of time
followed by burst submissions for short periods (e.g., con-
ference deadlines, allocation expiration, etc.). Table |1] also
shows the number of subsequent jobs with positive think
times for the studied science domains.

4.1 Analysis of Job Characteristics and Per-
formance Parameters on Think Time

The analysis of think time behavior is often limited to the
study of the impact of response time on user behavior. As
response time is defined as a function of waiting and process-
ing times, we evaluate how these components correlate with
users’ think times. Fig.[lh shows the average think times for
subsequent jobs of Mira. All science fields follow the same
linear trend, with slight differences for Engineering (for short
response times) and Physics (for response times ~5,000s).
This difference is due to a few points that deviate from the
averages. For Engineering, the peak is due solely to a pair of
jobs that present a very high think time value of ~8h. For
Physics, a few points yield very low values (nearly instan-
taneous subsequent submissions). This behavior is typically
due to the use of automated scripts or jobs that failed within
a few seconds after submission. The analysis of think times
in terms of processing time (a.k.a. runtime, Fig. [Ip) and
waiting time (Fig. [[k) shows that on average, the parame-
ters have an equal influence on user behavior. This result
lead to the conclusion that reducing queueing times would
not significantly improve think times for long running jobs.

4.2 Analysis of Job Characteristics in Terms
of Runtime and Waiting Time

The analysis of think times for subsequent job submis-
sions of the Mira’s trace showed that system performance
metrics such as runtime and waiting time have a signifi-
cant impact on user behavior. Hence, we investigate how
job characteristics, in particular the job size and workload,
combined with performance parameters impact think times.
To this end, we conduct analyses using multidimensional
metrics, i.e., we analyze the subsequent think time in re-
sponse to, slowdown and job size. Note that the slowdown
is itself another multidimensional metric defined as the fac-
tor between a job actual response time and its runtime:

sd(j) = 2 = Withi  The analyses conducted here use the
P; p;
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Figure 1: Average think times as a function of (a) response time, (b) runtime, and (c) waiting time.
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Figure 2: Influence of prevalent (sd < 2) and non-
prevalent (sd > 2) runtimes on the users think times
for (a) small and (b) large jobs in terms of job size
(number of nodes). Note that sd denotes the slow-
down, and whiskers are defined as 1.5 IQR.

job slowdown sd as a metric to separate jobs into two sub-
sets: (1) runtime-dominant—the job runtime prevails the
waiting time (sd < 2); and (2) wait-time-dominant—jobs
spend more time in queue than running (sd > 2).

Fig. ] shows the think time distribution according to job
sizes. We divide the dataset into groups of small jobs that
require the minimum amount of allocated nodes (o < 512,
Fig. )7 which represent 49.2% of the total number of sub-
sequent jobs, and large jobs requiring up to all available
nodes (Fig. 2b). This threshold identifies the subset of jobs
with low think time values (< 1.5 hours). Several outliers
characterize the datasets as heavy-tailed distributed, which
is expected due to the natural variation of the user behavior
and the large number of sampling data. Therefore, our anal-
yses use the median as a robust metric to cope with outliers.
In both scenarios, think times are relatively small when run-
time prevails. The median think time is 507s for small jobs,
and for large jobs 439s. The third quartile also yields low
values (2,083s for small, and 2,361s for large jobs). Addi-
tionally, user behavior does not seem to be impacted by the
job complexity (job size)—the average think times for both
small and large jobs are of similar magnitude. Note that the
third quartile values for runtime-dominant are below me-
dian values of wait-time-dominant. Prevailing waiting times
may significantly affect user behavior, and the job size seems
to influence the queueing time. For small jobs, the median
think time is 2,478s, and for large jobs 4,276s. This result
suggests that think time is not directly bound to job size,
but the uncertainty produced by large waiting times. The
analysis of the job size parameter is limited to the number
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Figure 3: Influence of prevalent (sd < 2) and non-
prevalent (sd > 2) runtimes on the users think times
for (a) small and (b) large jobs in terms of workload.

of nodes. On the other hand, the job workload w (defined as
the total CPU time of the job) also includes the time dimen-
sion. Fig. [ shows the think time distribution in terms of
workload. Small jobs are characterized by usage of less than
~277 CPU hours (10%s), which identifies subsets with low
think time values (under 1.5 hours). In contrast to the previ-
ous analysis, more complex jobs do yield higher think times.
However, similar behavior is observed when the runtime or
waiting time prevail. For runtime-dominant, small jobs have
a median think time of 437s, and large jobs 1,305s. How-
ever, the third quartiles present a larger difference—1,478s
for small jobs, and 6,544s for large ones. Waiting times have
equivalent influence on the job size analysis. For small jobs,
the median think time is 1,954s, and for large jobs 5,645s.
These results indicate that (1) complex jobs require more
think time to plan and release a new experiment (e.g., visu-
alization and analysis on other systems); or (2) users do not
have a full understanding of the expected behavior of their
jobs, thus they lack of accurate estimate of the processing
time. To validate the first assumption, an assessment of user
behavior in the form of direct interview or questionnaires
would be required [13], while the second assumption could
be validated by investigating jobs that used a notification
mechanism to alert the user of job completion.

4.3 Summary and Discussion

Our analysis of the user behavior has advanced the un-
derstanding of the think times between subsequent job sub-
missions. Our findings sustain the premise that the job re-
sponse time is the most significant factor influencing think
time. However, not all elements constituting the response
time have equivalent influence. Job characteristics (job size



and workload) have a substantial impact on the queueing
time a job will experience. Therefore, we argue that the
think time definition should also consider job complexity.
For large workloads, the job runtime also negatively influ-
ences the user behavior, despite short queuing times. This
result suggests that users need more time to think about
their experiment results and next steps, in particular for
complex experiments. The analysis results contradict the
assumptions made for the development of user-aware algo-
rithms based on batches and sessions (e.g., CREASY sched-
uler [19]). For instance, CREASY considers response time as
the main factor to increase steadiness within user sessions.
However, further analysis suggests that other characteristics
also impact the delays in subsequent job submission behav-
ior. that other characteristics correlate Therefore, we argue
that user-aware scheduling should not only consider response
time, but also job characteristics such as the job complexity.

Although similar think time behaviors can still be identi-
fied in today’s systems, the assumptions taken by this def-
inition are restrictive and may lead to misleading conclu-
sions. For instance, the 8hs threshold between subsequent
job submissions limits the analysis for a small subset of the
dataset (~19% in this work), which may not capture all
consecutive job submission behaviors of the system. The
analyzed subset is mostly composed of jobs that require up
to 512 nodes, which represents less than 10% of the total
dataset. Thus, we argue that this definition does not scale
to the complexity of today’s applications and systems. Ad-
ditionally, think time may also include the time that the
user spends on other steps of the experiment—it is common
to perform further computational analysis and visualization
within an experiment using other systems. In this case, the
time spent on these system should also be accounted for the
think time. Therefore, we argue that a user-assisted anal-
ysis would significantly contribute to the understanding of
this process. Finally, when simulating submission behav-
ior one has to consider other job characteristics and system
performance components beside the response time. For in-
stance, probability based models [18], or linear models [15],
which consider response time of jobs or batches to model
inter-arrival times, would not produce accurate predictions.

S. CONCLUSION

In this paper, we have investigated the main factors in-
fluencing the users’ response to system performance (think
time). We analyzed over 78K jobs submitted by 450+ users
to the Mira HPC system at ALCF. Analysis results show
that job response times are linearly correlated to think times.
Additionally, the analysis of the job complexity (number of
nodes or workload) combined with slowdown unveil strong
correlations between waiting time and the subsequent think
time. Moreover, large workloads negatively influence user
behavior. We acknowledge that the definition of think time
may be restrictive and does not cover all edge cases. In the
future, we intend to extend the current definition and ex-
plore new ones (based on concurrent activities) to evaluate
how different assumptions of user behavior are influenced by
performance metrics and job characteristics. We also intend
to model think time as a function of job complexity from
past job submissions. Future work will also include cognitive
studies to unravel the real causes driving the user decisions,

which cannot be obtained from statistical analysis.
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